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ABSTRACT 

 
The estimation of an oil spill trajectory is essential for a risk analysis in order to plan and to establish the 

correct mitigation procedures of a postulated event. The trajectory is strongly influenced by the sea surface 

currents. Among the causes of the sea surface currents, the wind plays an important role. The sea surface 

wind induced velocity is estimated in several works using a wind drift factor that is normally set to be 

between 1% and 6%. Its estimation is usually based either on experience or on random sampling. In this 

work, the procedure for determining the wind drift factor through a series of two dimensional CFD 

simulations of the wind acting on a wavy sea surface and its associated uncertainty are presented, with the 

purpose of reducing the subjectivity in its estimation. 

 

1. INTRODUCTION 

 
In the analysis of the consequences of an oil spill, the estimation of the oil path is needed to plan and 

to establish the best mitigation actions. The path of a surface oil spill is influenced by the sea surface 

currents. One of the origins of these currents is the wind, which induces shear stress and pressure effects on 

the wavy water surface. 

The relation between the wind induced sea surface speed and the 10m wind speed is called wind drift 

factor. This parameter is used in oil spill trajectory determination and is commonly estimated based on 

experience or by random sampling. To reduce the subjectivity in the estimation, this factor is evaluated in 

this paper through a series of CFD Eulerian two-dimensional simulation of a biphasic flow, composed of air 

and water in the presence of surface waves. The estimation is object of an uncertainty analysis. The mean 

free surface velocity and the mean 10m wind speed on the domain are used to determine the wind drift 

factor. 

The estimation of the wind drift factor follows a general procedure. However, the wind, water and air 

data used in the CFD model are for a specific region where a real oil spill occurred (Point Wells oil spill case 

[1, 2]), as its results are going to be applied in an ongoing consequence analysis research related to this case.  

This paper is organized as follows: this first section presents the introduction with the objective of 

the estimation of the wind drift factor in a risk analysis of an oil spill. Section 2 describes the methodologies 

used in the CFD estimation of the wind drift factor, in the significant wave estimation and in the uncertainty 

analysis. Section 3 shows the sea surface velocity and the wind drift factor results from the CFD simulations. 

Section 4 presents the discussion on the results. Finally, section 5 shows the conclusions. 

 

2. DESCRIPTION OF THE METHODOLOGY 
 

The wind acting on a water surface transfers momentum and energy to the water, inducing a current 

velocity. This velocity is due to the shear stress and to the pressure effects on a wavy free surface. The non-

linear waves generated by the wind also cause a drift as the particle trajectory does not follow a closed circle, 

which is known as Stokes drift. This effect is analytically derived by [3] and is not included in this CFD 

simulation of the wind induced velocities, as its analytical estimation is straight forward. Hence, the waves 
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used in the CFD modelling are linear waves, such that they do not produce Stokes drift. Also, the influence 

of Coriolis acceleration is not included, as the model is two-dimensional.  

 

2.1 Methodology for the CFD Estimation of the Wind Drift Factor  
 

The usual treatment that is found in literature to estimate the wind drift factor is based on experience 

or in random sampling [e.g. 2, 4-9]. This factor is defined as the ratio between the free surface wind induced 

velocity and the 10m nominal wind speed. The values of the wind drift factor from literature are in the 

overall range from 0.01 to 0.06. 

In order to reduce the subjectivity in the estimation of the wind drift factor, a series of CFD 

simulations were conducted using ANSYS Fluent solver [10, 11]. The domain model is two-dimensional 

(figure 1). The simulation is transient and biphasic with air as primary phase and water as secondary phase. 

The governing equations are the continuity equation and the momentum equation with Newton’s viscosity 

law.  

 
Fig.1 – Two-dimensional CFD domain, with water and air phases. 

 

The wind speed boundary condition at the inlet is given by equation 1 [12], where 𝑊10  is the 

nominal value of the wind velocity at 10m height, 𝑦 is the vertical coordinate, measured upwards 

from the flat sea surface (with 𝑦 < 20𝑚 [10]) and 𝑊 is the wind speed at coordinate 𝑦. This inlet 

velocity boundary condition is applied in the CFD Fluent solver with the user defined function (UDF) shown 

in figure 2. 

 

𝑊10 = 𝑊(𝑦)(10 𝑦⁄ )1/7 .          (1) 

 

 
Fig.2 – User defined function for inlet velocity boundary condition (in this case, 𝑊10 is set to be 7.0 m/s). 

 

A monochromatic linear Airy wave with specified wavelength and wave height, according to the 

Sverdrup-Munk-Bretschneider (SMB) procedure [12-15], is also used at the inlet boundary condition. 

The boundary conditions at the top and bottom were zero shear slip wall. The outlet is a zero 

pressure boundary condition. 
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Simulations were performed with two sets of domain dimensions, shown in table 1, such that the 

wind induced significant waves (determined following the procedure described in item 2.2) could be suitably 

modeled. The free surface cells were refined using dynamic adjust, based on the gradient of the water phase 

volume fraction. This procedure allows a better discretization of the waves at the surface. The time step is 

0.03s. 

 

Tab.1 – Domain characteristics 

Wind speed Length Water depth Air column Cell number 

≤ 7m/s 500m 20m 10m 592k to 843k 

> 7 m/s 900m 45m 15m 564k to 663k 

 

The open channel model is set for the two-phase flow and the Volume of Fluid formulation [16] is 

used for interface tracking. The solver setup used Green Gauss Cell Based for spatial discretization of the 

gradient equation, PRESTO! discretization scheme for the pressure, QUICK scheme for the momentum, 

Compressive scheme for the volume fraction and Second Order Upwind for the turbulent kinetic energy and 

turbulent dissipation rate. The transient formulation used a Bounded Second Order Implicit Scheme. 

Coupling between pressure and velocity used PISO method. The relaxation parameters were maintained as 

the solver default. 

The seawater density is 1018.77 𝑘𝑔 𝑚3⁄  calculated based on [17, 18] for the average seawater 

temperature (6.71
o
C) and salinity (23.99 psu), using the data provided by [19], which was obtained according 

to the model described in [20-23], at the time and region of Point Wells oil spill [1, 2]. The seawater dynamic 

viscosity is 1.504e-3Pa.s, obtained using the correlations presented in [24]. The surface tension of seawater is 

7.54e-2 N/m, following the procedure presented in [25]. Air temperature varies from 0.1
o
C to 4.4

o
C [26], 

with an average density of 1.282 𝑘𝑔 𝑚3⁄  and an average viscosity of 1.7264e-5 Pa.s.  

The simulation procedure comprises monitoring the average velocity of the seawater free surface and 

of the 10m wind at the CFD domain in 60s intervals, until convergence. The wavy free surface is tracked by 

setting a water volume fraction of 50% at the domain cells. The average velocity at this 50% volume fraction 

is the water free surface velocity, which ratio to the average velocity of the 10m wind, determines the wind 

drift factor. 

 

2.2 Methodology for the Estimation of the Significant Wave used in the CFD Simulations 
 

The monochromatic linear Airy wave, applied at the domain inlet, is determined by the Sverdrup-

Munk-Bretschneider (SMB) method [12-15]. As the data obtained from the wind drift factor estimation are 

part of a simulation of a real case of oil spill in a bounded region (described in [1, 2]), the wave is considered 

to be fetch limited, with an assumed fetch length of 40km, as suggested in [27]. The SMB method establishes 

that the spectral significant wave height 𝐻𝑚, the period of the spectral peak 𝑇𝑚 and the duration 𝑡 of the wave 

development relate to the fetch 𝐹 and to the wind stress factor 𝑊𝑎 by equations 2 to 4 [12]. In these equations, 

𝑔 is the acceleration of gravity.  

 

𝑔𝐻𝑚 𝑊𝑎
2⁄ = 0.0016(𝑔𝐹 𝑊𝑎

2⁄ )0.5,         (2) 
 
𝑔𝑇𝑚 𝑊𝑎⁄ = 0.2857(𝑔𝐹 𝑊𝑎

2⁄ )1/3,         (3) 
 
𝑔𝑡 𝑊𝑎⁄ = 68.8(𝑔𝐹 𝑊𝑎

2⁄ )2/3.           (4) 
 

Equations 2 to 4 are valid up to the limits of the fully developed wave, given by 𝑔𝐻𝑚 𝑊𝑎
2⁄ =

0.2433, 𝑔𝑇𝑚 𝑊𝑎⁄ = 8.134 and 𝑔𝑡 𝑊𝑎⁄ = 71500 [12]. In order to obtain the wind stress factor 𝑊𝑎, one shall 

first obtain the effective wind speed 𝑊𝑒𝑓 from the measured wind speed 𝑊, by applying the corrections due 

to anemometer elevation (as shown in equation 1), duration-averaged wind speed, air-sea temperature 

difference and anemometer location. For the CFD estimation of the wave characteristics, the 10m height 
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wind speed 𝑊10 averaged over the CFD domain is used as the best value of the effective wind speed 𝑊𝑒𝑓, 

with only the anemometer elevation correction being applied on the simulation. The wind stress factor 𝑊𝑎, 

used to determine the significant wave, accounts for a nonlinear relation between the wind stresses and wind 

speed and is obtained from the effective wind speed 𝑊𝑒𝑓 by equation 5 [12]: 

 

𝑊𝑎 = 0.71𝑊𝑒𝑓
1.23  (𝑊𝑒𝑓 in m/s) .         (5) 

 
 The wavelength 𝜆 is obtained using the dispersion relation for a short wave (equation 6), assuming 

large depth:  

 

𝜔2 = 𝑘𝑔 ,            (6) 

 

where 𝑘  is the wave number (𝑘 = 2𝜋 𝜆⁄ )  related to the wavelength 𝜆 , and 𝜔  is the circular frequency 

(𝜔 = 2𝜋 𝑇⁄ ) related to the wave period 𝑇. Evaluating equation 6 leads to the wavelength equation (equation 

7), being the period 𝑇 determined from equation 3: 

 

𝜆 =
𝑔𝑇2

2𝜋
 .             (7) 

 

2.3 Methodology for the Estimation of the Simulation Numerical Uncertainty 
 

The CFD model used in the analysis of the wind drift factor is subjected to imprecisions. Hence, it is 

fundamental that it is submitted to a verification process to determine its simulation numerical uncertainty. 

The verification procedure is based in the guidelines of ITTC [28] for CFD analysis, which follows [29, 30].  

The verification procedure assesses the simulation numerical uncertainty 𝑈𝑆𝑁, through convergence 

studies due to a single input parameter refinement. In this paper, three solutions (fine, medium and coarse) 

are used to verify the convergence of each parameter. The simulation numerical uncertainty 𝑈𝑆𝑁  is 

determined by equation 8.  

 

𝑈𝑆𝑁
2 = 𝑈𝐼

2 + 𝑈𝐺
2 + 𝑈𝑇

2 + 𝑈𝑃
2 ,          (8) 

 

where 𝑈𝐼 is the uncertainty due to iteration, 𝑈𝐺  is the uncertainty due to grid size, 𝑈𝑇 is the uncertainty due 

to time step and 𝑈𝑃 is the uncertainty due to other parameters. 

For the CFD simulations of this research, the contributions due to the grid size and to the time step 

were the main parameters in the calculation of the simulation numerical uncertainty. Other sources of 

uncertainties that were tested, like uncertainty due to iterations (small due to convergence of the simulations) 

or due to data (e.g. water and air density and viscosity), are of secondary order.  

For the grid size uncertainty, the grid refinement ratio 𝑟𝐺 is defined as the ratio of the cell linear 

dimensions (in the x- and y-directions) of the medium over the fine meshes and of the coarse over the 

medium meshes. It is set to be constant and equal to √2.  

The time step uncertainty 𝑈𝑇 is determined by performing three transient simulations using the fine 

grid. The time steps are set to be 0.03s, 0.04243s and 0.06s, corresponding to a time step refinement ratio 𝑟𝑇 

of √2.  

Convergence is defined by the convergence ratio 𝑅𝑘  (equation 9), calculated based on the three 

solutions for each parameter 𝑘 (in this case, 𝑘 is the grid size or the time step). In equation 9, 𝜀𝑘21 is the 

difference between the medium solution 𝑆𝑘2 and the fine solution 𝑆𝑘1 (𝜀𝑘21 = 𝑆𝑘2 − 𝑆𝑘1) and 𝜀𝑘32 is the 

difference between the coarse solution 𝑆𝑘3 and the medium solution 𝑆𝑘2 (𝜀𝑘32 = 𝑆𝑘3 − 𝑆𝑘2). 

 

𝑅𝑘 = 𝜀𝑘21 𝜀𝑘32⁄  .           (9) 

 

For a monotonic convergence (0 < 𝑅𝑘 < 1), the generalized Richardson extrapolation (RE) [28-30] 

is used to estimate the uncertainty. The error estimative 𝛿𝑅𝐸 𝑘
∗  of the generalized Richardson extrapolation for 

parameter 𝑘 is calculated by equation 10.  
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𝛿𝑅𝐸 𝑘
∗ =

𝜀𝑘21

𝑟𝑘

𝑝𝑘−1
 ,            (10) 

 

with: 

 

𝑝𝑘 =
ln(𝜀𝑘32 𝜀𝑘21⁄ )

ln(𝑟𝑘)
 .           (11) 

 

The uncertainty 𝑈𝑘 of parameter 𝑘 is estimated by multiplying the error estimative of the RE (equation 10) 

by a factor of safety 𝐹𝑠 = 1.25, recommended for careful grid studies (3 or more grids) [28, 31], as shown in 

equation 12. 

 

𝑈𝑘 = 𝐹𝑠|𝛿𝑅𝐸 𝑘
∗ | .           (12) 

 

For oscillatory convergence (𝑅 < 0) , the uncertainty 𝑈𝑘  is based on the oscillation maximum 

solution 𝑆𝑘 𝑚𝑎𝑥 and minimum solution 𝑆𝑘 𝑚𝑖𝑛 of parameter 𝑘 (equation 13). 

 

𝑈𝑘 = 0.5(𝑆𝑘 𝑚𝑎𝑥 − 𝑆𝑘 𝑚𝑖𝑛) .          (13) 

 

3. RESULTS 

 

3.1 Results of the estimation of the significant wave  
 

The significant wave height (equation 2) and wavelength (equation 7) for a 40km fetch and wind 

speeds up to 11m/s are presented in figures 3 and 4, respectively. The values of the wavelength and wave 

height are used at the inlet of the open channel model in the CFD software ANSYS Fluent as boundary 

condition. 

 

 
Fig.3 – Significant wave height for short waves for a 40km fetch (the red dotted line indicates the limit of the 

fully developed wave and the fetch limited wave). 
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Fig.4 - Significant wavelength for short waves for a 40km fetch (the red dotted line indicates the limit of the 

fully developed wave and the fetch limited wave). 

 

3.2 Results of the estimation of the free surface velocity  
 

The average wavy free surface velocity, determined from the CFD simulations as a function of the 

domain averaged 10m wind speed, is presented in figure 5.  

 

 
Fig.5 – Domain averaged free surface velocity. 

 

 The uncertainty analysis for the average free surface velocity is estimated by a variation on the grid 

size (figure 6) and a variation on the time step of the simulations (figure 7).  
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Fig.6 – Results of the average free surface velocity due to the variation of the grid size. 

 

 
Fig.7 – Results of the average free surface velocity due to the variation of the time step. 
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Tab.2 – Percentage uncertainty of the free surface velocity due to grid size 

(𝑈𝐺), due to time step (𝑈𝑇) and simulation numerical uncertainty (𝑈𝑆𝑁) 

Wind speed 

(m/s) 

Free surface 

velocity (m/s) 
𝑼𝑮 𝑼𝑻 𝑼𝑺𝑵 

3.70 0.216 6.13% 4.38% 7.53% 

4.92 0.231 6.44% 6.58% 9.21% 

5.39 0.268 3.67% 4.16% 5.55% 

6.17 0.344 6.21% 1.11% 6.31% 

7.00 0.460 6.23% 3.68% 7.24% 

7.67 0.548 10.94% 2.67% 11.27% 

9.52 0.674 10.94% 3.16% 11.39% 

10.10 0.758 4.14% 8.94% 9.85% 

 

3.3 Results of the estimation of the wind drift factor  
 

The wind drift factor is obtained by the ratio between the average sea surface velocity and the 

average wind speed measured at the CFD domain. The results are shown in figure 8.  

 

 
Fig.8 - Estimated wind drift factor. 
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Fig.9 – Results of the wind drift factor due to the variation of the grid size. 

 

 
Fig.10 – Results of the wind drift factor due to the variation of the time step. 
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4. DISCUSSION 

 
The usual values of the wind drift factors used in previous literature works are in the range between 

0.01 and 0.06. The results obtained in the CFD simulations are close to the top limit of the ones from 

literature and extends from 0.0468 to 0.0751, with an average value of 0.0617 ± 3.11% . The results 

obtained for the wind drift factor are specifically for the case of fetch limited waves using a fetch of 40km 

length. This length is used as part of a risk analysis of an oil spill that occurred in the region of Point Wells 

[1,2], Related to this case, ref. [2] used a value of 0.06 for the wind drift factor in the simulation of the oil 

spill, which is very close to the average value obtained in this research. 

An important issue that is necessary in CFD simulations is to estimate the range of the uncertainty in 

the simulation numerical results. The procedure used in this research considers three simulations (fine, 

medium and coarse simulation) for each parameter under analysis, with a refinement ratio of √2, as stated in 

[28-30], to test its convergence. The procedure allows obtaining the uncertainty, although it requires an 

extensive number of simulations. The application of this procedure for a case that involves wave simulation 

turns to be more complicated as the wave requires a good discretization and using a coarse grid or a coarse 

time step can degenerate the wave and unbalance a good compromise between computational time and 

accuracy which is essential for the fine grid. Also, wave simulation convergence takes more computational 

time, leading to a high computational cost. 

The simulation numerical procedure is considered verified for the level of uncertainty obtained, 

under the boundary conditions and setup used in the simulation, concerning the grid size and the time step. 

No validation procedure of this methodology was conducted as there is no available experimental data for 

comparison. However, the results are in good agreement with the data usually adopted in literature. 

Although it is time consuming, the CFD simulations are essential to reduce the subjectivity in the 

value of the wind drift factor that is used in the estimation of the free surface velocities induced by the wind. 

From the obtained results, the use of a value close to 0.06 seems to be very adequate for the oil spill case 

under analysis. 

 

5. CONCLUSION 

 
This work showed the procedures and the results obtained in the estimation of the wind drift factor 

by a series of two dimensional transient CFD simulations. A wind flow velocity and a linear Airy wave are 

applied at the inlet of the domain. The average values of the free surface velocity and the 10m wind velocity 

along the domain are used to determine the wind drift factor. The waves are fetch limited and calculated 

using the SMB procedure for a 40km length fetch. The obtained average wind drift factor of 0.0617 ±
3.11%. shows consistency with the values from literature. The simulation numerical uncertainty is estimated 

by varying the grid size and the time step size, using three levels of refinement for each parameter. 
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